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ABSTRACT
To ensure alignment with human interests, AI must consider the
preferences of stakeholders, which includes reasoning about values
and norms. However, stakeholders may have different preferences,
and dilemmas can arise concerning conflicting values or norms.
My work applies normative ethical principles to resolve dilemma
scenarios in satisfactory ways that promote fairness.
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1 INTRODUCTION
Multiagent systems (MAS) understood as sociotechnical systems
(STS) consist of multiple human-agent duos, with a social tier that
imposes regulations upon a technical tier [20, 21]. To improve
fairness considerations, it is important to appreciate the interaction
of multiple users, rather than single agents [6]. When viewing STS
from this holistic perspective, stakeholders govern by promoting
norms that align with their values. However, issues arise when
stakeholders have different preferences, or where values or norms
conflict [10]. Decisions must be made that consider stakeholder
preferences, values, and norms in ways that promote fairness.

Previous work examines using values to reason about norms.
Kayal et al. [12] develop a normative conflict resolutionmodel based
on value profiles of users, which selects norms that best support the
stakeholders’ values. Montes and Sierra [19] provide a methodology
for evaluating the value alignment of norms by examining chang-
ing preferences. However, often not all stakeholders will agree on
which factor is the most important in a given scenario [9]. In these
dilemmas, there may be cases where multiple norms conflict with
each other, one or more norms conflict with the value preferences of
a user, or value preferences of one user conflict with those of other
users. There may also be scenarios in which values and norms do
not conflict, however a decision must be made that fairly considers
a variety of different preferences.
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Challenges thus remain in creating decision support for everyday
dilemmas in which there are differing preferences, or values or
norms conflict, aiming towards the development of systems with
fair governance. The application of ethical principles may improve
fairness considerations in aggregating value preferences.

Resolving these dilemmas in satisfactory ways with a higher goal
of fairness may be achieved by operationalising normative ethical
principles in decision support [25]. Normative ethics is the study
of practical means to determine the ethicality of an action [7, 21].
Leben [14] provides foundations for mechanising certain ethical
principles, which could applied to decision support in STS. Norma-
tive ethical principles have also been operationalised in domains
such as resource allocation and machine ethics [5, 9, 14, 23].

2 RESEARCH QUESTIONS
𝑅𝑄1 What ethical principles currently exist in computer sci-
ence literature? A framework operationalising principles may
help to methodically analyse scenarios and promote satisfactory
outcomes [9]. A taxonomy identifying and categorising ethical
principles in computer science literature would aid the develop-
ment of this framework. This taxonomy could then be expanded to
principles seen in philosophy and other disciplines.
𝑅𝑄2 How can ethical principles be operationalised in rea-
soning capacities needed to govern STS? Developing methods
to incorporate ethical principles in reasoning techniques used to
govern STS would be beneficial to support ethical decision making.
𝑅𝑄3 How can context be incorporated in the application of
ethical principles? Ethical decision making is context dependent,
and which principles are appropriate to apply in specific circum-
stances may vary. Methods to incorporate context could improve
the applicability of principles.

3 COMPLETEDWORK: TAXONOMY OF
NORMATIVE ETHICAL PRINCIPLES FOR AI

To address𝑅𝑄1, we have developed a taxonomy of normative ethical
principles previously used in computer science literature.
Motivation. Ethical principles can support decisions as they help
to guide normative analysis, understand different perspectives, and
determine the moral permissibility of concrete courses of actions
[15, 18, 23]. A framework aiding the operationalisation of principles
in decision making may be useful to methodically think through
scenarios and promote satisfactory outcomes [9]. To create such a
framework, it is first necessary to identify and categorise ethical
principles previously seen in computer science literature.
Background. Related work includes Tolmeijer et al. [24] which
studies how principles relate to machine ethics, and Yu et al. [27]
which proposes a taxonomy of ethical decision frameworks. As
ethical thinking should be fostered through appreciating various
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approaches [4], expanding these works to incorporate a wider va-
riety of principles, and how they have been operationalised, may
improve the amplitude of ethical reasoning. A larger taxonomy
of principles that currently exist in computer science literature,
examining how each principle has been operationalised, could help
form the groundwork for an ethical decision support framework.
Completed Work. Following the guidelines of Kitchenham et al.
[13], we conducted a systematic literature review of computer sci-
ence literature. We developed a taxonomy of 23 normative ethical
principles operationalised in AI [26]. We describe how each princi-
ple has previously been operationalised, highlighting key themes
AI practitioners seeking to implement ethical principles should be
aware of. Future directions involve looking outside of the domain of
ethics used in computer science, to examine ethical theories in phi-
losophy and other disciplines. This includes researching principles
from cultures outside of the Western doctrine, which may aid better
application to groups of stakeholders from diverse backgrounds.
Contribution. Broadening the range of ethical principles found
in previous surveys, we identify a taxonomy tree with 23 ethical
principles discussed in Computer Science literature. Principle spe-
cific operationalisation is presented, with new mapping of each
principle to how they have been operationalised in literature [26].

4 ONGOINGWORK: OPERATIONALISING
ETHICAL PRINCIPLES

To address 𝑅𝑄2, we are developing a model that operationalises
normative ethical principles in reasoning about value preferences.
Motivation. When values are imbued in systems, aggregating
values into a single outcome may improve ethical decision making
in STS [22]. However, reasoning about values is challenging [17],
and stakeholders could have personal preferences between different
values [16, 21]. Value preferences of some stakeholders may conflict
with value preferences of other stakeholders, or values may conflict
with norms [10, 25].
Background. Previous work integrates normative ethics in deci-
sion making, and utilises values to reason about norms. Cointe et
al. [7] propose an agent which utilises normative ethical theories to
improve ethical decision making in MAS, which could be expanded
to consider value preferences of multiple stakeholders. Montes and
Sierra [19] provide a methodology for examining the alignment of
norms with values. To expand this, the application of ethical princi-
ples may improve fairness considerations in aggregating values to
help resolve conflicts. Ajmeri et al. [2] aggregate value preferences
of users, applying a single normative ethical principle. However, to
resolve scenarios in which principles lead to unintuitive outcomes,
or are unable to promote one action over another, it is important
to apply a variety of different principles.
Current Work. Our current work lays the foundations for a model
demonstrating how multiple ethical principles can be implemented
in reasoning about values of stakeholders. In our model, agents
have value preferences for the payoffs they receive. Different eth-
ical principles are applied to these value preferences to reach a
decision which promotes fairness. Via an example of smart heating
STS scenario, we demonstrate how we could apply our model. Each
stakeholder has an internal hierarchy of individual value prefer-
ences [19]. At each timestep, all agents propose their preferences,

and a collective decision is made by applying different ethical prin-
ciples to those preferences. We conduct preliminary simulation
experiments on our model. To evaluate the emergence of norms
that promote fairness, we compute quality metrics in each run of
the simulation including health, wealth, and Gini coefficient.
Preliminary Results. Preliminary results suggest the most ap-
propriate ethical principle to apply in a situation may depend on
the metrics being used, as different principles can lead to differ-
ent outcomes. We find that the principle best suited to maximise
payoffs is the principle of Maximin. However, if a fair distribution
of resources is more important, the most appropriate principle is
Egalitarianism. These findings may help the development of agents
that can learn the best principle to apply in certain situations.
Contribution. Incorporating ethical principles in reasoning, con-
sidering the preferences of stakeholders. This may improve fairness
considerations in aggregating different value preferences and re-
solving value conflicts. Applying multiple ethical principles may
help to view dilemmas from different perspectives and improve the
amplitude of ethical reasoning.

5 NEXT STEPS: INCORPORATING CONTEXT
To address 𝑅𝑄3, there are several directions future work could
address to improve the contextual applicability of principles.

• Considering Contextual Value Preferences. Our current
work assumes each stakeholder’s order of value preferences
is fixed. However, preferences may change [8, 17]. Future
work could involve expanding our current simulations to in-
corporate contextual values and changing value preferences.

• Incorporating Internal Reasoning in Agents. In our cur-
rent work agents do not have internal reasoning schemes,
as decisions are deferred to a collective decision making
module. Future work could include equipping agents with
internal reasoning, so that aggregating individual ethical
decision making using normative ethical principles can be
studied on an individual level.

• Resolving Conflicts Between Ethical Principles. Our
preliminary results suggest that different principles might be
appropriate in different scenarios. Sometimes a single ethical
principle may lead to an unintuitive outcome, or be unable to
give a clear preference between two different options. When
seeking the best principle to apply, it is important that agents
can consider several different principles to identify a suitable
solution [7, 26]. Future work includes developing learning
agents that can resolve conflicts between different principles
and optimise the application of principles. By incorporating
explainability in these agents, we can investigate how agents
learn to handle such scenarios [1].

• Using Logic to Encode Ethical Principles Our current
work applies abstracted versions of ethical principles to
demonstrate the basic idea of how such principles may be
applied to reason about value preferences. To achieve more
precise representations and improve contextual applicability,
future work could utilise logic techniques such as those used
by Govindarajulu and Bringsjord [11] and Berreby et al. [3]
to encode normative ethical principles in the governance of
STS.
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